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Abstract 

     Human gesture recognition has become more 

and more important in recent years. However, 

issues such as image lighting interfere with gesture 

recognition. In this paper, a 3-part model involving 

image enhancement, keypoint extraction, and 

gesture recognition is proposed to alleviate the 

issue of insufficient lighting, and the results are 

given. 

1. Introduction 

     Being a natural way for humans to express 

themselves, hand gestures can play a large and 

important role in human-to-human or human-to-

computer communication [1]. This is especially 

true in noisy places, where speech becomes a less 

viable option and gestures begin to replace speech 

as the primary form of communication. The ability 

for a computer to be able to recognize these 

gestures in human-to-computer interactions thus 

becomes rather important, especially under the 

context of human-computer interfaces (HCI) [2]. 

     Image lighting can interfere with the computer’s 

ability to recognize gestures. When under 

insufficient lighting, images tend to have lower 

contrast, brightness, greater noise, and color 

distortion [3]. As a result, systems designed for 

normal lighting or high-quality conditions often 

have poorer performance [4, 5]. 

 

Figure 1. Example of Image with Insufficient Lighting from the 

LOL dataset used by RetinexNet 

     However, insufficient lighting is common in our 

daily lives [5], whether it be a lack of light at 

nighttime or poor indoor lighting. Thus, solving the 

issue of lighting in regards to hand gesture 

detection is an important issue. 

     Many models are dealing with images with poor 

lighting and the enhancement of said images [3, 4, 

5, 6]. Similarly, many models dealing with hand 

gesture recognition also exist [1, 2, 7, 8].  However, 

few models simultaneously consider both. 

     This paper proposes a model combining these 

two aspects. It first utilizes RetinexNet to enhance 

low-light images [5] and conjoins it with OpenPose 

[9, 10, 11, 12] to gather hand keypoints. These 

keypoints are then fed into a long short-term 

memory (LSTM) to predict the hand gesture.      

2. Proposed Model 

2.1 RetinexNet 

     RetinexNet [5] is a deep network that enhances 

low-light images. It is based on Retinex theory, 

which assumes that observed images are 

composed of reflectance and illumination. 

     RetinexNet first decomposes input images into 

reflectance and illumination. Then, it will adjust 

these two parts, adjusting the illumination to make 

the image brighter and denoising the reflectance. 

Finally, it will reconstruct the image with the 

adjusted illumination and reflectance, resulting in 

an enhanced image.  

 

Figure 2. Retinex Framework 

2.2 OpenPose 
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     OpenPose is a real-time, multi-person keypoint 

detection library for the body, face, hands, and feet. 

The model uses OpenPose to detect only hand 

keypoints. The enhanced image is passed to 

OpenPose, which will pass the coordinates of the 

hand keypoints shown in Figure 3 to the LSTM. 

 

Figure 3. OpenPose hand skeleton keypoints 

2.3 LSTM 

     The LSTM used consists of 2 LSTM layers, 2 

Batch Normalization layers, and 3 Dense layers, 

implemented via Keras. It was trained on a dataset 

“Image Database for Tiny Hand Gesture 

Recognition”, which includes 7 different hand 

gestures from 40 people [7].  

2.4 Reasoning 

     This model with OpenPose and an LSTM was 

used over other methods such as a CNN. This is 

because CNNs can only give a rough positioning of 

a hand based on the whole image. The accuracy 

and precision would need to be improved. 

Meanwhile, OpenPose is able to extract keypoints 

based on a skeleton, giving high precision.  

3. Experiment 

3.1 Results 

     To evaluate the usefulness of RetinexNet, an 

ablation study is made. 35 images – 5 images per 

gesture – were taken with a dark background, and 

they were fed into OpenPose and the LSTM in two 

different ways – with and without RetinexNet 

applied to the image. Confusion matrices were 

generated, the results of which are in Table 1. 

 

Figure 4. Example of an image used in the ablation study. The 

top is the original image and the bottom is the image with 

RetinexNet applied to it. 

Gesture No Retinex  Retinex 

Fist 29 1 30 0 

5 0 5 0 

L 30 0 30 0 
5 0 5 0 

OK 29 1 30 0 

5 0 5 0 
Palm 17 13 22 8 

1 4 5 0 

Pointer 30 0 30 0 

5 0 5 0 
Thumbs 

Up 
19 11 7 23 

0 5 1 4 

Thumbs 
Down 

30 0 30 0 
5 0 5 0 

Table 1. Confusion matrices created from the ablation study. 

Each gesture has a corresponding confusion matrix generated 

using the original images and the RetinexNet-enhanced ones. 

The confusion matrix is in the form of true negative, false 

positive in the first row, false negative, true positive in the 

second. 

3.2 Interpretation 

     Apart from the thumbs-up gesture, both the 

original images and the RetinexNet-enhanced 

images did roughly the same, with the RetinexNet-

enhanced images performing slightly better. There 

is potential for this to be a viable solution. 
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     Overall, both systems performed relatively well 

(not including the thumbs-up gesture), so, it’s likely 

that there was sufficient lighting for OpenPose to 

handle. However, it can also be seen that even 

though performance was relatively well, that was 

because the model evaluated nearly every image 

as false and there were simply more false images 

than true ones for each gesture. A third factor 

unaccounted for may be causing this error. 

     In the thumbs-up gesture, a significant drop in 

accuracy can be observed in the RetinexNet-

enhanced side. This was probably a result of too 

much image noise created when enhanced by 

RetinexNet – something easily observable. Image 

denoising techniques may improve these results. 

     Ultimately, in this scenario, it seems that there 

is potential for RetinexNet-enhanced images to 

outperform normal images, but further techniques 

such as image denoising will need to be used. 

4. Conclusion 

     In this paper, a method to deal with hand 

gesture recognition under insufficient lighting was 

proposed. Images would be enhanced via 

RetinexNet, fed into OpenPose to extract hand 

keypoints, which will then be fed into an LSTM to 

perform the hand gesture recognition. 

Experimentally, it can be seen that the method has 

potential, but needs more work in aspects such as 

denoising to be a viable solution. 
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